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1. The Problem of Language
Generally, we can say that linguists do not agree on what properties of language are the core ones. This topic is often 
opaque and not easily approachable for scientists outside linguistics. The concept of language is at least dual (for a 
summary of this paradigmatic divide in linguistics, see Ref. [1]): One conception of language sees it as a semantic 
system (for instance, the Distributed Language Group linguists or Cognitive linguists: these groups lay emphasis on 
the enactedness/embodiedness of language – this approach is represented by linguists such as Lakoff, McCawley 
and Halliday), whereas the other group sees language as a syntactic system (proponents of generative grammar 
– for instance, Chomsky, Pinker and Lightfoot). Linguists adhering to the generative grammar school of linguistics 
often explicitly acknowledge and highlight differences in linguistic capabilities between human and non-human 
entities. Proponents of other linguistic approaches disagree, often vehemently. This distinction between syntax and 
semantics can be seen as one theoretical “axis” of approach to language, and this axis concerns “what language is”; 
the second “axis” concerns “what language does”: is it for communication or for representation, mental language, 
thinking and so on. We can categorise particular linguistic theories along these two axes.

Natural human language, in the nativist stance, is a discrete combinatorial system of hierarchically recursive 
syntax [2–9]. A highly structured syntactical system plays a fundamental, even profound, role at all levels of language 
– grammar, morphology and semantics. These components of language constitute different levels of syntactic 
patterning – it seems that recursive syntax recursively permeates language [10–14] to the extent that language 
is sometimes described as having a syntactic core [2–5, 8, 9, 15–17]. Other parts of language (phonology, for 
instance) seem to lack true recursion and use hierarchical discrete infinity instead (Uhlir, this issue). This suggests 
that language might have a mosaical structure.

It is clear that language (or at least some of its aspects) must be unique to humans, because no other stance can 
explain the fact that chimpanzees, our closest living relatives, reared identically to human children, cannot acquire 
linguistic competence (despite their impressive feats in other cognitive domains).1 This raises interesting questions 

1 See the “sceptic” bulk of literature on the so-called “Talking Animal” projects [6, 18–35].
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about the evolution of language, especially when we think of it as a complex mosaic.
It seems, at least viewed from the nativist stance, that human language is an inborn, species-specific, neural 

specialisation – a specialised cognitive module, which, during human evolution, recruited domain-specific organic 
structures and distinct modules of cognitive processing, both with specific functions, into a tightly (inter)connected 
whole, resulting in complex mutual structuration of the left hemisphere [6, 7, 36–39]. This resulted in the view that 
the left hemisphere as a whole is a “language organ” [37]. This nativist claim is strongly supported by numerous lines 
of evidence from (at least two, for the sake of brevity) disparate sources: 1) from the process of language acquisition 
by small children [9, 40–44]; and 2) from neurological localisation of linguistic faculties within the left hemisphere [6, 
7, 45–48]. This evidence warrants the addressing of the dialectic between language being a complex mosaic and 
the evidence suggesting that it is a compact whole.

The nativist evolutionary account of language, espoused by scientists inspired by Chomsky’s vision of 
biolinguistics,2 as codified by Berwick and Chomsky [53], is that a random mutation resulted in an evolutionary event 
during which the domain-specific cognitive structures were recruited into a tightly connected whole, resulting in the 
complex mutual structuration of the left hemisphere, with syntax permeating the interwoven whole. This seems to 
suggest that syntax, i.e. the “merge”, is the unifying principle.3 This resulted in something akin to a “language of 
thought” (purely internal to the mind). This cognitive novelty immediately brought increased fitness to the individuals 
possessing it, and it quickly spread through the breeding group of early Homo sapiens. Once this evolutionary trait 
had spread through a sufficient part of the population, a different selective pressure caused the trait to be eventually 
externalised (via interfacing with sensory–motor and conceptual–intentional systems [56–58], possibly by another 
random mutation, into phonetic communication – the spoken language. Berwick and Chomsky [53 p. 37] suggested 
that this happened approximately between 200,000 and 60,000 years ago, which is surprisingly backed by Enard et 
al. [59], who calculated the chronology of the selective sweep that fixed the FOXP24 allele in the human population 
roughly 200,000 years ago. This, in turn, resulted in even tighter interweaving across human cognition (see Ref. [64] 
for a comprehensive overview of evolution of language, and see Ref. [65] for the biolinguistic perspective; papers 
in both largely present the image above).

Things are further complicated by the fact that in today’s humans, language has not a single adaptive function (in 
the sense of language often being described as being “for communication”), which often results in language being 
treated as a monolithic whole.5 When researching an evolutionary trait, the current function might be confused with 
the original function it was selected for. Various authors [55–58, 68] subjected the language faculty to fractionation 
and decomposition into component mechanisms, which can be studied on various levels of scientific inquiry. They 
have advanced a hypothesis that only recursion is special to human language (the “Recursion-only hypothesis”) 
and is the feature that distinguishes human language from other forms of animal communication. Fitch and Hauser 
adopted this decompositive approach in order to be able to use comparative stances and techniques, suggesting 
that at least some of the apparently novel aspects of human language (those non-recursive ones) will be revealed 
as being based on mechanisms widely shared among various species. However, we cannot reliably determine 
the chronological order in which the different aspects of (human) language emerged (especially in the absence of 
palaeontological evidence of language, as stated by Chomsky [5]), although we can glean some evidence from 
the comparative techniques. Language, described from this stance as a complex mosaic, is a vast set of complex 
mechanisms, shaped by adaptation and selected for a great variety of adaptive reasons. Each of the mechanisms 
comprising language possibly has its own separate function, phylogeny and evolutionary history. Language, i.e. its 
syntactic core, might, quite plausibly, have precursors outside of communication, as Fitch and Hauser noted.

It is evident that there are two different approaches that are relevant for this paper – the nativist stance [37, 66, 
67] seeing language as a complex, unified, adaptation for communication. Proponents of this approach argue for a 
holistic approach to language and argue that human language as a whole is a qualitative evolutionary discontinuity. 
The second is the mosaical approach used by Fitch and Hauser [55–58, 68], wherein language is fractioned into 
sets of sub-skills for easier inter-species evolutionary comparison. Mosaical approach focusses on evolutionary 

2 Bound to Chomsky’s minimalist programme [49–52].
3 Chomsky refers to a basic syntactic operation that he calls the “Merge”, recursive in nature, which results in generative grammar mechanisms 

[50–52, 54]. What Chomsky means by “Merge” is what Hauser and Fitch [55] recognize as “Recursion”.
4 FoxP2 (the mouse version shared among mammals) is a gene widely shared among vertebrates, and its FOXP2 version is involved in human 

oro-motor control [60–62]. For the sake of brevity, it is not the “gene for language” as the popular press has nicknamed it. The human gene 
differs in terms of two substituted amino acids from the gene of other primates [59]. DNA sampling of bones from Homo neanderthalensis 
indicates that its FOXP2 gene is a little different from the H. sapiens variant [63].

5 See Refs. [55, 58] for detailed discussion of this decomposition-into-parts approach; see Refs. [66, 67] for refutation of this approach.

40



V. Uhlíř

continuities and largely ignores the discontinuities. This paper presents an intermediary – or “third” – approach, 
aspiring to reconcile both semantic with syntactic approaches to language and the nativist stance with the mosaical 
approach. It should be noted that I am not actually advocating such solution yet but merely suggesting that it may 
be seriously entertained.

2. Comparison of Human Language and Animal Communication Systems
2.1 Animal Communication (in Nature)
Animal calls are usually mediated by the limbic system of the brain; they are bound to the inner state of the 
animal, and calls are bound to the immediate presence of the stimulus, except as a mistake [34, 69–72]. Lower 
primates do not utter signals in the absence of their referent or the emotional state they reflect (this, however, 
happens in play contexts) and do not easily learn to control their vocalisations. The response of vervet monkeys 
to an alarm call, although different for each type of danger, is invariant and probably limbically controlled [73, 74]. 
Compositional semanticity in the communication of monkeys or apes seems to be extremely rare,6 as their signals 
– for the most part – reflect inner affections [73, 74, 76, 77]. Non-human signals are acoustically continuous and are 
processed in a continuous manner [78, 79]. Monkey and ape calls show only one level of syntactic patterning (linear 
concatenation) and involve unproductive compounding of units. Animal calls are mostly inborn and later fine-tuned 
by maturation and experience and evoke a stereotypical response. Animal communication is holistic and processed 
in a continuous manner [80–82].

2.2 Human Language
By contrast, human language clearly involves brain parts outside the limbic region (neocortex [83]) and linguistic 
behaviour is consciously controlled (for the neuroanatomy of language and for the language in the left hemisphere 
[45–47, 84–90]). Words are typically produced without limbic involvement and are not necessarily bound to the 
inner state; words are not bound to the stimulus and (usually) do not evoke a stereotypical behavioural response in 
the hearer (although this can be gained by conditioning to particular words). Language is referential and words are, 
in a certain sense, uncoupled from their referents. Language signals are processed as functionally discrete (though 
their relation to one another is acoustically continuous – see emic vs. etic dilemma in Ref. [91]) and processed as 
functionally discrete units. Language signals are not holistic but “sliced” into units. Discrete processing of human 
language allows semantically productive compounding of units in all levels of syntactic patterning (grammar and 
morphology). Particular languages are taught, yet the language capacity is inborn [6–9, 37, 92–94].

2.3 Comparison of Small Children and Trained Animals
The “Talking Animal” projects (described in Uhlir, this issue) often resorted to the inter-species comparison of 
linguistic productions of the trained animals with the utterances of very young children, as well as the comparison 
of cognitive capacities of trained animals with those of young children. Both comparisons are, however, tricky and 
seem to have backfired on the researchers. Let us consider the differences in linguistic productions of small children 
and the utterances of trained animals:

First, as opposed to trained animals, who are claimed to consistently use symbol position in concatenations, the 
productions of even very young children contain syntactic expression of the semantic roles.7 Although their early 
use in children might be ungrammatical in a particular language, it is still syntactic [95–98]. This means a consistent 
use of syntactical mechanisms for expressing semantic roles. All natural languages have grammatical means for 
indicating the semantic roles of the nominal elements in sentences, but we cannot find this in any of the utterances 
of the “talking animals” (see Uhlir, this issue, chapter on syntax) [7, 20–22, 26, 27, 30–32, 34, 99–103]. On the 
other hand, we cannot know for sure whether or not the animals learned to think (represent) in semantic roles. If 

6 In Cercopithecus diana and C. campbelli, the combinations of signals mean something different than standalone signals [75], although their 
communication system does not show any hints of hierarchy or recursion.

7 Thematic roles (or semantic roles) is a term used to express the role that a noun phrase plays in relation to the governing verb (usually, the 
main verb in a sentence). For example, thematic roles are agent-patient, instrument, force and cause. Thematic roles express the semantic 
relations that the entities denoted by the noun phrases have towards the main verb. The syntactic arguments are subjected to syntactic variation 
in terms of syntactic functions, whereas the thematic roles of the arguments (of the given predicate) remain consistent, even as the form of that 
predicate changes.
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this would be the case, the animals were unable to syntactically express it, as Premack [25] suspected. Children 
do show signs of differentiated dealing with certain words, according to their roles, which constrain their use in 
concatenation due to long-distance dependencies [104, 105]; evidence hails also from children’s mistakes [106]; for 
constraints in early utterances, see Ref. [107]. Trained animals do not show this differentiated approach to words 
according to their semantic roles.

Second, there is a total absence of predicate–argument structure in the utterances of trained animals: this is the 
most common argument against the claims of linguistic capacities of trained animals [7, 20–22, 26, 27, 30–32, 34, 
99–103]. For voluminous evidence of argument structure in young children, see Refs. [105, 108–113].

Third, the sequences taught to, and produced by, language-trained animals were ambiguous and did not include 
phrase markers (as noted by Kako [115]).8 This means that the animals might have solved the sentences in a non-
syntactic manner using only linear stringing (as suggested, evidenced and sourced by numerous researchers [26, 
27, 30–32, 34, 103]. For the evidence on phrase markers and function words in children in general, see Refs. [116, 
117 p. 55, 118]; this robust conclusion is also backed by evidence of children pausing in patterns [119] and is evident 
from the written language of deaf children [120]. Although neuroanatomical differences between adults and children 
exist in this context [121], children, unlike trained animals, are able to use phrase markers reliably.

Fourth, in the case of “True Recursion and Center Embedding” (see Uhlir, this issue, chapter on “Recursion”), in 
no animal subject has it been unambiguously shown that it understands that the elements are “bound” from inside 
out (or outside inwards) in such a way that the elements at the beginning and at the end of the string are associated 
and related, that the following next-to-first and next-to-last are associated and so on, as in a sentence in natural 
human language. For evidence in children, see Refs. [122–124] for constraints.

Fifth is the argument of the Poverty of the Stimulus [4]. This argument attempts to explain how children develop 
a capacity to distinguish possible and impossible syntactical structures in a particular language through ordinary 
experience, without being explicitly taught to distinguish these. The linguistic stimuli that a young child is exposed 
to are not entirely adequate to explain the process of learning a particular language, as the knowledge seems to 
be supplemented with some sort of innate linguistic capacity that provides additional knowledge. On the other 
hand, the innate natural language grammar is underdetermined, so it must be supplemented by experience of a 
particular language. Poverty of the Stimulus describes the dialectics of innate grammar and a particular grammar of 
a language that a child is exposed to [125–135].

Some of the researchers who trained great apes claim that by certain measures of intelligence (standard 
intelligence quotient [IQ] and Piagetian scales of cognitive development), chimpanzees and gorillas are the equals 
of young children (up until 2–3 years of age), and it is not until after the early stages of language development 
(after 3 years of age) that children leave the apes behind [23, 136–138]. Purely on (abstract) measures of cognitive 
functions, then, the apes (who cannot use syntax) seem to be comparable with children (who do use syntax). Yet, 
cognitively handicapped children have been shown to use syntax in their utterances [43, 139–143]; the evidence 
also suggests that standard syntax is present even in microcephalic children [144 p. 21, 145 p. 186, 146–148]. 
Therefore, syntactic deficits cannot logically be ascribed to the lack of intelligence – although, of course, the 
language capacity must be supplemented by other cognitive domains for the normal language to arise (see Ref. 
[149] for evidence of argument structure deficiency in Down syndrome children). In the case of the trained animals, 
it seems they are quite competent in some or all of the other cognitive domains [24, 25, 150–155], but they lack 
the recursive syntactic capacity (Uhlir, this issue) [7, 20–22, 26, 27, 30–32, 34, 99–103]. This comparison strongly 
supports the nativist claim.

2.4 Semantics and Syntax Have Different Neurocognitive Substrates in Humans
It is known that (in humans) semantic meaning and syntactic grammar have (at least partially) separate neural 
substrates and differ significantly in lateralisation and even temporal processing.

Syntactic information seems to be processed in the left frontotemporal network (in a certain part of Broca’s 
area), whereas more general communicative abilities – semantics of a sentence – seem to be processed bilaterally 
in the frontotemporal system, although mostly in the lower portion of the left inferior gyrus [156, 157]. Ullman 
[158] has shown that mental lexicon and mental syntax have different neurocognitive substrates – mental lexicon 
depends on declarative memory (in the temporal lobe), while syntactic meta-information is based in the frontal 

8 Phrase markers are used mostly in generative theories of syntactic structure [114]; phrase markers are constituents of specific syntactic 
categories represented in trees of phrase markers, and nodes in the trees are labelled according to the category they belong to.
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cortex and basal ganglia (left inferior frontal areas). This is further supported by Miozzo et al. [159], who have 
found that morphological inflection deficits (in their case study, a plural suffix) related to aphasic brain lesions occur 
independently of semantic and phonological impairments, as the aphasia patient they studied had problems with 
inflection use rather than with lacking the concept numerosity or phonological deficit.

Recursive syntactic skills are more lateralised than semantic functions [160–163]. Damage to semantic abilities 
may be compensated by normal or elevated activity in the right hemisphere; damage to the left frontotemporal 
network, however, causes both syntactic and morphological deficits (both in comprehension and production), for 
which the right hemisphere cannot compensate [157]. Moreover, syntactic performance correlates with tissue 
integrity in the left frontotemporal network; however, semantic performance correlates with activity in the right 
superior/middle temporal gyri regardless of tissue integrity [157].

Syntactic violations and nonsense sentences elicit different temporal processings [164]. The neurocognitive 
evidence, gleaned from a variety of disparate cross-modal distraction tasks that differentiated syntactic and 
semantic aspects of sentence comprehension, seems to be suggesting that the human brain reacts to syntax 
violations even when these violations are not consciously detected. The brain produces a characteristic early neural 
response pattern, which is distinct from the pattern invoked in conscious detection of syntactic violations [165–167]. 
This indicates that even such a highly complex computational process, which syntactic processing surely is, can be 
processed outside conscious awareness.

3. Conclusions and Discussions
Following the presented evidence, I agree with Fitch and Hauser that language as a whole (“broad language faculty” 
in Fitch and Hauser’s terminology) is indeed an “adaptation” for communication with conspecifics (other humans). 
It is still an interconnected whole that does not have a single “function in contemporary” humans. Hierarchically 
recursive syntax (“narrow language faculty” in their terminology) is not an adaptation for communication per se (or, 
rather, might not have originally been one). However, current neurocognitive research mentioned herein does not 
seem to support the mosaical domain-specific approach to “human” language, as recursive syntax seems to be 
permeating the whole left hemisphere in “contemporary” humans – it has even been expanding its externalisation 
into other cognitive domains, aiming to interface with them [168]. Despite knowing that homologues to recursion 
might be found in domains different from those for communication (Uhlir, this issue), we have as yet no unambiguous 
hint of evolutionary chronology of language – whether the recursivity was developed first and later was recruited 
for communication, and then syntax integrated the left hemisphere into a compact interwoven whole under different 
selective pressures; or whether recursive syntax first appeared parallel to proto-language and after co-opting 
other cognitive domains, it was externalised into spoken language, which only then “bound” the domains into 
an integrated left hemisphere. The chronology of the recruitment of distinct cognitive domains, as well as their 
subsequent merging under syntax into an interwoven network complex in the left hemisphere, remains unclear. It 
seems that at some time point in human evolution, recursive syntax has been a unifying agent.

We have seen that syntax operates on an unconscious, automatic, autonomous and reflex-like basis [166], 
although it is accessible to reflexive consciousness. In Uhlir (this issue), we have also seen that claims of the 
presence of syntax in non-human species warrant caution. On the surface, it “may” have looked like the animals 
have simulated conversation, but in fact they acquired neither human language nor something similar to one: what 
they have learned was not non-instrumental, there was no “language for language’s sake” – what the animals 
had rather acquired was a system of habits or conditioned behaviours [20–22, 26, 27, 30–32, 34, 99–103, 169]. 
This seems to indicate that an animal, no matter how intelligent, in the wild or in captivity, cannot acquire human 
language as a compact whole, as an interconnected system (Broad Language, Hauser and Fitch) (see Uhlir, this 
issue; compare this conclusion with those in Refs. [4, 6, 30–32, 34, 35, 49]). If animals would be capable of 
acquiring language as a whole, surely at least chimpanzees would have had acquired it by now.

The trained animals certainly did achieve something. The fundamental questions are the following: What was 
it? And how did they achieve it?

The facts seem to be unambiguously supporting the inaccessibility of syntax to non-human minds. The solution I 
have suggested, and it should be noted that I am not actually advocating such a solution yet but merely suggesting 
that it may be seriously entertained, differs substantially from the mosaic solution that Hauser and Fitch put forward 
in their papers.

43



Zoosemiotics and Anthroposemiotics

Hauser and Fitch suggest that the pseudo-linguistic feats of trained animals could very well be due to either 
homologies of the relevant organic neural structures found in humans or convergent evolution of analogous domain-
specific systems. I suggest that the partial approximations to linguistic feats in trained animals are due to their 
capability to simulate them using mostly general cognition. In other words, I suggest that animals used alternative 
strategies to achieve their “pseudo-linguistic feats”. This itself is a claim that does not contribute anything novel, 
although, when stated explicitly, it might be useful as a stepping stone for further consideration of how this ties to 
the problem of language in general.

Language as a systematic whole is (usually) primarily situated within the left hemisphere, whereas general 
cognition is spread within both hemispheres; moreover, it has been shown that general cognition is correlated 
with global grey matter [170]. Although recent research attention is mostly focussed on identifying domain-specific 
taxonomic differences in cognition (the so-called “grain approach” [171]), domain-general differences also exist 
[172]. Moreover, evolutionary logic does not necessarily dictate that the innate mind has to consist, mostly or even 
exclusively, of domain-specific features [171]. An important paper by Deaner et al. [172] has proven, using complex 
Bayesian analysis, that some taxa consistently outperform others across a range of disparate cognitive tests. 
Certain taxa differ significantly in overall performance. These results cannot be explained by perceptual biases 
or any other contextual confounders and, instead, suggest that primate taxa differ from others in some kind of 
domain-general ability. This seems to be the case for general cognition [170, 171, 173 chs. 5 and 8]), arising as an 
emergent phenomenon from the “grain” of specific domains (for sophisticated discussions, see papers by Roberts 
[174]). For a review of older literature concerning phenomenological descriptions of what it feels like to use the right 
hemisphere (general cognition) and the left hemisphere (syntax-influenced cognition) [175].

An animal with sufficient semantic abilities, general intelligence and cognitive capacity, “might” be able, after 
very intensive training, to virtually, in its mind, simulate certain components of language (which, in turn, justifies 
the use of mosaical domain-specific approach to language, suggested by Fitch and Hauser, in “non-humans”), 
which are otherwise bound to “human” neural specialisation. In the study by Fitch and Hauser [56], we have seen 
that non-humans are stuck trying to interpret strings generated at higher level of sophistication (phrase–structure 
grammar), with equipment being able to process only strings generated by a lower level of sophistication (finite state 
grammar). I propose that a virtual architecture, within general cognition, would crudely and imperfectly simulate 
the performance of a neurological language specialisation. Animals could parse strings incorporating recursive 
syntax only via semantic processing (which, in turn, brings back to question the reasonable approach to language 
– whether it should be approached as a syntactic or semantic system). We also know that semantic processing is 
bound to general cognition [176]. By analogy, cats, dogs, goats and bears are not disposed to walk bipedally, the 
same way as humans are, yet they can learn to walk bipedally for short distances. Even though they are able to walk 
bipedally, they do not walk in the same manner as humans, their gait is physiologically different – and that is simply 
an anatomical fact. Surface similarity does not mean the deep mechanisms and principles used to achieve this 
similarity are the same, and it does not necessarily imply a deep homology [68]. Considering the available evidence, 
I suggest that especially in the case of great apes trained in language, these animals did not need domain-specific 
homologies to the relevant neural structures for their achievements but could achieve their “pseudo-linguistic feats” 
by using crude simulation of syntactic parsing via semantic processing relying on general cognition. Once again, 
it should be noted that I am not actually advocating such a solution yet but am merely suggesting that it may be 
seriously entertained.

There is one possibility to turn this claim into a testable theory. The key to this is the Wada Test [177–180], 
as it was used as a definitive proof of left hemisphere dominance in linguistic faculty. In the Wada Test, the left 
hemisphere is temporarily anaesthetised, while the right hemisphere remains fully conscious (and has full control 
over the hand on the other side of the body). If we place an object in the hand (of the “human” subject) that is 
controlled by the anaesthetised hemisphere, the patient will not be able to name the object after the anaesthetic 
wears off. However, if we show the object to the eye corresponding to the anaesthetised hemisphere, the patient will 
not be able to name the object but will be perfectly capable of drawing it. What happens during the Wada Test? The 
input of what the patient felt in his/her hand, or saw with one eye, did not register in his/her consciousness, because 
the left hemisphere (with its recursively syntactic linguistic capacity) was temporarily turned off. We can, however, 
see that the information about the object was registered but not consciously (and linguistically). Exactly the same 
results can be seen in “split brain” patients [181–187] or in patients with aphasia [96, 188–191].

The experiments outlined do not only simply illustrate that the storage of lexical items is located (usually) in 
the  left hemisphere; they also tell us the important thing about how experience, at least in humans, is represented 
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and processed by two distinct modules or pathways, which are integrated in conscious activity. One module 
(probably semantic) processes direct sensory information (and is possibly not completely accessible to reflective 
consciousness) and represents this information in mental concepts (and stores it in memory). The other module 
(probably syntactic) somehow either processes the direct sensory information in parallel, or accesses the already-
represented version, and represents the information again in the medium of language (or rather, in recursively 
syntactic (meta)representation, which includes the “propositional structure and predicate–argument structure”). 
This (re)representation is accessible to reflexive consciousness.

If we were allowed to use the Wada Test on some of the remaining “talking” animals (preferably a chimp), it 
should be possible to prove whether or not the animal is using general cognition to simulate language components 
or specialised centres homologous to those found in humans (in case chimps have a pre-adaptation for language). 
Because of taxonomical proximity with chimpanzees, we could temporarily turn off the chimp homologies of the 
relevant human neural structures and judge whether the non-human subject uses general cognition for semantic 
processing in order to achieve its “pseudo-linguistic feats”.

From what can be gleaned from the evidence obtained from the Wada Test, namely about the (hypothetical) 
parallel processing of sensory information by two modules, I believe the problem of language can be re-framed in a 
novel way. In humans, the semantic module processes direct sensory information into representations, and the other 
syntactic module somehow either processes the direct sensory information in parallel – or accesses the already-
represented version – and represents the information again in recursively syntactic re-representation, which uses 
the “propositional structure and predicate–argument structure”. It seems that the formal syntactic representational 
system interacts with both sensory–motor and conceptual–intentional systems (Fitch and Hauser). Syntax is 
yielding re-structurations of representations (for lack of better description) at these interfaces. This recursive meta-
mapping, unique to humans, recruited, sometime during evolution, other domains and integrated interfaces with 
them (or outright co-opted them) during the Recursive Merge. I suggest we should call this recursive meta-mapping 
“the Meta-representation”.

Meta-representation might be an interface between syntactic and semantic: syntactic system parallelly maps 
the same inputs (which are, at the same time, mapped semantically) into recursively syntactic form, yet at the 
same time interfacing with the purely semantic representations. Some of the evidence seems to be suggesting 
that human cognition is parasitic on the syntactic structure of language. This is a position adopted by a minority 
of writers (in the generative tradition, [192–196]) but otherwise remains highly contentious. This is, however, not 
exactly what this paper suggests – I am suggesting that language (Broad Language, Fitch and Hauser) is an 
externalised manifestation of this Meta-representation System selected for communication. Terrace [197] has 
shown that language evolutionarily presupposes metacognition (such phenomena as Theory of Mind, shared 
gaze and joint attention), which suggests that language, as a communication tool, evolved in ancestors who had 
already been selected for their ability to meta-represent. The question is whether such phenomena might have been 
precursors to certain domain-specific skills later co-opted by Recursive Merge, or whether they were allowed by 
recursive syntax interfacing with their domains. We can extend this question into asking whether Theory of Mind, 
for instance, is based on syntactic embedding (a string within a string) or allows it – as the Theory of Mind, seen as 
multi-order intentionality, is an example of recursion par excellence. Primates might share domains that allow partial 
meta-representation; however, recursive meta-representation had not integrated their brains into interconnected 
wholes as in H. sapiens, and certainly their meta-representation had not externalised into a communication system 
(language).

A meta-representational system, as suggested in this paper, operates in parallel to the representational system 
and interfaces with it; syntax operates on a meta-level to semantics. Representational system(s) “slice(s)” or divide(s) 
the perceptions into parts, into discrete units, to which corresponding signs are assigned. Representational systems 
are semiotic. The evidence from the “Talking Animal” projects suggests that this layer of representation is readily 
adopted by animals (via training and, possibly, in the wild). The additional representational system at the disposal 
of humans, the “Meta-representational System”, either organises the already “sliced” representations according to 
syntactic principles, or it “slices” them in parallel to “Representational System” processing. It “slices” perceptions 
or representations into relatively complex, interrelated and structured concepts or proposals (for the lack of a more 
precise term) in which we can discern a clear pattern – the “propositional structure” (“When and where did who what 
to whom”). This pattern implies the differentiation of entities, their accidents, as well as their actions and states, 
exactly as reflected in the subject–predicate–argument structure of human natural language. The differentiation 
allows a differentiated approach to each class of representation.
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Representational systems can represent anything accessible to the senses – the pattern proceeds from object 
to perception to representation. Meta-representational systems proceed from representation to mental concept (from 
representation to word) and allow us to proceed from mental concept to representation (from word to representation) (see 
chapter on recursion and syntax in Uhlir, this issue). This allows us to construct something with no backing by sensorial 
data, which allows us to negotiate the models of reality. This implies a certain level of constructivism as the mode of 
existence that a meta-representational system imposes upon us. A view of the world of other species (most probably) 
contains only perceptions of it, our view contains opinions about it, and possible futures, as our modelling of reality shows 
plasticity and pliability. This means there might be contradictions in the models of reality, which is something most likely 
no other species suffers from. This development might also be responsible for the self-reflexive consciousness. It does 
not mean that non-human entities do not have semiosis or “umwelten” – it simply means that non-human entities lack this 
parallel meta-representation and, in turn, the capacity for the contradictions of reality models.

It is difficult for us to imagine how an animal sees the world without recursive syntax. Our recursively syntactic 
meta-representative view of reality seems natural and understandably logical to us. It does not automatically follow 
that this “slicing and structuring” of representations is natural and logical for other species. It is quite possible that 
other animals do “slice and structure” representations in a fundamentally different way that would seem illogical 
or syntactically monolithical to us. Animals most likely perceive something, which would seem like undifferentiated 
masses or monoliths of perceptions and which are not separated into individual parts following the same logic or the 
same principles as in humans. After all, animal signalling and communication (and probably perception as well) are 
holistic and syntactically unstructured (though certainly semantically structured [198]) – the perceptual monoliths of 
animals might be circular in nature, unlike syntactic representation in humans, which seems to be based on linear 
statements.

There is a fundamental problem with inter-species communication – for us, the meaning is carried mainly via 
syntax. Animals cannot acquire syntax of the human type; therefore, it is difficult for us to discern how animals 
engage in semiosis, and scientists have to produce ingenious experiments to find this out. The meanings of the 
asyntactic utterances of the animals trained in the “Talking Animal” projects remain ambiguous for us – the question 
is, whether the animals have communicated anything meaningful for us at all.

There is no way out of this anthropomorphism – it is our mental equipment that represents things syntactically 
in our meta-representational system. It is our nature. We have no way of judging the pseudo-linguistic utterances 
of the research subjects in the “Talking Animal” projects, or at least no other way than analysing them semantically. 
The “talking animals” are in a position analogous to a human diver walking clumsily on the sea floor – the diver 
does not have gills, he/she is not equipped to live underwater and his/her body cannot filter oxygen from the sea. 
The diver (“aquanaut”) can, however, use different methods to stay under water for short periods of time. No 
matter how big the oxygen bomb is – the bomb will not make him/her a marine animal. Analogically, no “talking 
animal” can do more than simulate human language via general cognition (or use homologues of the relevant 
neurological specialisations), no non-human “logonaut” can acquire human species-specific adaptation – the meta-
representational system, of which language is a manifestation.

This approach seems to be reconciling both semantic and syntactic approaches to language, as language, seen 
as an externalisation of the meta-representational system into the communicative interface, is both semantic and 
syntactic. Furthermore, this approach seems to vindicate the assumption that we can distinguish language from its 
usage – what language “is” from what it “does” (which, also, might be seen as the key assumption of biosemiotics 
in general [199 ch. 5]). I have tried to show that one can retain the ontological stance of linguistic nativism and 
yet can still appreciate the competence of animals, although not recursively syntactic or linguistic, clearly seen in 
their “pseudo-linguistic feats”. Moreover, the fallacious argument (espoused by cognitive linguists or adherents of 
the distributed language theory) that adopting the nativist stance leads to inevitable conclusions, as searching for 
language abilities outside humans is “unproductive” in this paradigm, has been proven wrong.
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